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ABSTRACT 
 

Envisioning an information system that can mitigate the wrong choice of 

courses for students in higher education is imperative because of the large pool 

of courses offered by numerous institutions of higher learning in developing 

countries. Thus, the main goal of this systematic literature review (SLR) was to 

explore the application of machine learning algorithms in modeling higher 

education enrolment and to understand the datasets, evaluation metrics, and 

validation techniques applied in the recommendation systems.   

The current research reviews previous studies that have applied different 

machine learning algorithms to build recommender systems for use in higher 

education. The Preferred Reporting Items for Systematic Reviews and Meta-

Analysis (PRISMA) method was adopted to select papers for review. The study 

reviewed 44 papers published between 2013 and 2023 alongside various 

criteria, such as applied algorithms, evaluation metrics, and validation 

techniques. Among the key findings was the realization that Naïve Bayes has 

been the most widely applied for building recommender systems in higher 

education. The results of this review pinpoint existing research gaps and 

provide recommendations for future research. This study can serve as a guide 

for future researchers on the trends of machine learning recommender systems 

in higher education. Practitioners, researchers, and policymakers could also 

benefit by understanding state-of-the-art algorithms, evaluations, and validation 

techniques while developing recommendation systems for higher education. 
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1. INTRODUCTION 

The university education market has continued to shrink due to various challenges, exposing students to a large 

pool of courses. It has become practically impossible to align students’ capabilities with the courses they choose 

in Higher Education (Elahi, Starke, El Ioini, Lambrix, & Trattner, 2022). As presented by SDG 4, there is a push 

to have students select courses that would lead to more innovations (Kroll, Warchold, & Pradhan, 2019). It is 

important to have a system that will assist students by closely matching their interests with the vast amount of 

information online(Roy & Dutta, 2022).  

 

Recommender systems apply artificial intelligence techniques for prediction (Assami, Daoudi, & Ajhoun, 

2022; Girase, Powar, & Mukhopadhyay, 2017). These techniques range from machine learning to data mining 

(Singh, Kapoor, & Sohi, 2021). The main aim of recommender systems is to reduce information overload while 

personalizing suggestions to improve decision-making (Ferreira, Silva, Abelha, & Machado, 2020; Oliveira, 

Bernardini, & Viterbo, 2021). According to (Deng, 2019) several large companies including Netflix, LinkedIn, 

and Pandora, have attributed the increase in revenue to the use of recommender systems. A recommender 

system is an intelligent computer-based technique that predicts user adoption and usage. This allows the client to 

buy commodities from a vast range of online commodities (Burke, Felfernig, & Göker, 2011). Examples include 

Facebook’s friend recommendations, YouTube video recommendations, and trip advisors (Burke et al., 2011). 

 

There has been an increase in advances, particularly in the development of recommender systems for 

enrolment within the education domain. The techniques employed include the Markov chain model (Ezugwu & 

Ologun, 2017; Polyzou, Nikolakopoulos, & Karypis, 2019). Regression (Kumari & Yadav, 2018) and analytical 

hierarchy process (Liang, Ren, Gao, Dong, & Gao, 2017; Sangka & Muchsini, 2018).  

Currently, researchers have engaged in new approaches to recommending course enrolment in higher 

education. These approaches include data mining (Hasan, Ahmed, Abdullah, & Rahman, 2016), Machine 

Learning (Angra & Ahuja, 2017; Uddin, Imran, Muhammad, Fayyaz, & Sajjad, 2021), and Deep Learning 

(Najafabadi et al., 2015; Vargas, Mosavi, & Ruiz, 2017).  Recommendation systems can be classified into three 

types: content-based collaborative and hybrid (Gulzar, Leema, & Deepak, 2018; Guo et al., 2019; Portugal, 

Alencar, & Cowan, 2018; Sattar, Ghazanfar, & Iqbal, 2017).  

 

Machine learning strives to generate algorithms based on “data trends and historical relationships between 

data” (Ismail & Yusof, 2022; Janiesch, Zschech, & Heinrich, 2021). According to (Barramuño, Meza-Narváez, 

& Gálvez-García, 2022) machine learning is the process through which a computer is given a task to perform. 

The computer imitates the task and continues to improve by learning from experience (Nichols, Herbert Chan, 

& Baker, 2019; Waheed et al., 2023) According to (Ray, 2019) machine learning is the process through which a 

computer is given a task to perform. The computer imitates the task and continues to improve through learning 

from experience. Machine learning can be classified as supervised or unsupervised (Kumari & Yadav, 2018). 

According to (Machado & Karray, 2022), supervised learning utilizes “labeled datasets”, which conduct training 

for algorithms to classify data or predict outcomes accurately (Jiang, Gradus, & Rosellini, 2020; Miric, Jia, & 

Huang, 2023; Sridhar, Mootha, & Kolagati, 2020). According to (Goga, Kuyoro, & Goga, 2015) unsupervised 

learning involves using algorithms to” analyze and cluster unlabelled datasets” (Wang et al., 2022). According 

to (Choi, Coyner, Kalpathy-Cramer, Chiang, & Campbell, 2020) supervised learning dataset is divided into 

validation, training, and testing datasets. The moment the input data enter the model, the “weights are adjusted 

until the model has been fitted appropriately.” The result of the “cross validation process” reduces “overfitting 

and under fitting” overfitting and under-fitting. 

 

This study critically reviews studies that have applied machine learning to build recommender systems within 

the education sector. This study identifies popularly adopted machine learning algorithms, evaluation metrics, 

validation, and datasets. The primary objectives of this study are summarized as follows. 

 

1). Identify trends in higher education's use or study of machine learning techniques for recommender 

systems. 

2). Identify the dataset used while conducting research using machine learning algorithms. 

3). Identify the evaluation metrics and validation techniques applied in higher education machine learning 

recommendation systems research. 
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2. RELATED STUDIES 

 

Since reviews have not been conducted on Machine Learning applications in recommender systems in higher 

education, the study has identified studies within machine learning. 

Aher and Lobo (2013) developed a model that combined different machine learning algorithms to 

recommend e-learning courses based on historical data. Clustering techniques that combined association rules 

and K-means clustering were implemented to generate the results. 

 

Goga, Kuyoro, and Goga (2015) developed a recommender system based on machine learning to improve 

student performance. The system mainly relies on decision trees, association rules, and neural networks to 

predict the student’s performance and recommend mitigations to the student to improve performance. A 

recommender system for university admission was developed. The model leveraged the strengths of 

multicriteria collaborative filtering (MC-CF) and Dimensionality Reduction techniques. The model was able to 

reduce computational costs while increasing the accuracy and efficiency. 

 

Hasan, Ahmed, Abdullah, and Rahman (2016) developed a machine learning recommender system to help 

graduate prospective students obtain admissions to universities that match their profiles. A Massive open online 

course (MOOC) recommender system was developed. The system provides ease of accessibility to e-learning 

sites using machine learning algorithms.   

 

Thangavel, Bkaratki, and Sankar (2017) developed a student-placement analyzer recommender system based 

on machine learning. The data were generated from both operational and historical data. The data were mainly 

used for training the model for rule identification and testing the classification. The model implemented several 

algorithms including a logistic regression classifier, naïve Bayes, and meta-bagging classifiers. Finally, the 

accuracy of the model was evaluated. (Sattar et al., 2017) built a hybrid recommender system to address the 

sparsity and cold start issues faced by previous recommender systems.  

 

Baskota and Ng (2018) developed a graduate school recommender system that suggested the most appealing 

programs to students. (Obeid, Lahoud, El Khoury, & Champin, 2018) developed a recommendation model for 

selecting university courses. The model was based on the student’s “vocational weaknesses, interests, and 

capabilities.” (Zhou, Huang, Hu, Zhu, & Tang, 2018) improved the recommendation e-learning model using a 

machine learning model. The recommender system is based on long short-term memory (LSTM) clustering. The 

result was a more accurate and efficient recommendation of the learner’s path. 

 

Ezaldeen, Misra, Alatrash, and Priyadarshini (2019) developed a recommender system that suggested courses 

for students to take on the e-learning system. The system implements Naïve Bayes and the K-means algorithms. 

The selection and suggestions are based on the need for the course and the student’s aptitude.  

In 2020, (Yanes, Mostafa, Ezz, & Almuayqil, 2020) developed a recommender system based on machine 

learning to improve students’ experiences at universities. The model incorporated educational, program, and 

course outcomes to predict appropriate recommendations for the faculty. Feedback was mapped to course 

specifications, academic records, and assessments. 

 

In 2022, (Elahi et al., 2022) developed a university recommender system that could evaluate the 

recommender system’s main role in capturing students’ preferences. The preferences are then used to build 

predictions based on the recommendations of university rankings. Wang et al. (2022) developed a machine-

learning recommender system to recommend courses to students in their upcoming semesters. The model is 

based on a hybrid recommender system using matrix factorization as the foundational algorithm. 

Table 1 presents a summary of systematic literature reviews that have been conducted previously on 

recommender systems built using machine learning. 
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Table 1.  Contribution of previous review studies 

Ref Title Year Type Contribution 

(Urdaneta-

Ponte, 

Mendez-

Zorrilla, & 

Oleagordia-

Ruiz, 2021) 

Recommendation Systems 

for Education: Systematic 

Review 

2021 

Systematic 

Review  

2015-2020 

(98 Articles) 

 

Recommending educational 

resources 

Identified that there are gaps in 

the application of intelligent 

systems in resource 

recommendation. 

 

(da Silva, 

Slodkowski, 

da Silva, & 

Cazella, 

2023) 

A systematic literature 

review on educational 

recommender systems for 

teaching and learning: 

research trends, limitations 

and opportunities 

2023 

Systematic 

Review  

2015-2020 

(16 Articles) 

 

Identify the trends in 

developing recommender 

systems, evaluation techniques, 

research opportunities, and 

gaps. 

(Deschênes, 

2020) 

Recommender systems to 

support learners’ Agency 

in a Learning Context: a 

systematic Review 

2020 

Systematic 

Review  

2008-2018 

(56 Articles) 

 

Built a system to define 

learners’ goals in education. 

 

 

 

(Sandoussi, 

Hnida, 

Daoudi, & 

Ajhoun, 

2022) 

Systematic Literature 

Review on Open 

Educational Resources 

Recommender Systems 

2022 

Systematic 

Review  

2005-2013 

(413 Articles) 

 

Built a recommender system to 

recommend Open educational 

resources within the education 

sector. 

Adopted the deductiove 

approach using grounded 

theory. 

Applied both quantitative and 

qualitative analysis. 

 

(Maphosa & 

Maphosa, 

2023) 

Fifteen Years of 

Recommender Systems 

Research in Higher 

Education: Current Trends 

and Future Direction 

2023 

Systematic 

Review  

2007-20121 

(272 Articles) 

 

Applied bibliometric analysis 

to investigate the adoption of 

recommender systems within 

higher education. 

The Scopus database was 

selected as the source of data. 

 

(Uddin et al., 

2021) 

A Systematic Mapping 

Review on MOOC 

Recommender Systems 

2021 
2013-2021 

(116 Articles) 

The paper reviewed several 

journals with then aim of 

finding solutions to online 

courses recommendations. 

 
3. METHODOLOGY 

This study aimed to understand the trends in research on recommender models in higher education based on 

machine learning. One of the complexities of these studies is the spread of papers in various journal databases. 

The literature is based on popular journal databases to achieve this objective. 

 

3.1 Review Objectives and Research Questions 

 

The objectives of this study were to (i) identify trends in higher education's use or study of machine learning 

techniques for recommender systems, (ii) identify the dataset used while conducting research using machine 

learning algorithms, and (iii) identify the evaluation metrics and validation techniques applied in machine 
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learning recommendation systems research in higher education. The following research question helps to 

achieve the set objectives. 

RQ1: What are the most popular machine learning algorithms used in higher education recommender 

models? 

RQ2: What are the most popular evaluation metrics used in higher-education recommender models? 

RQ3: What are the most popular validation techniques used in higher-education recommender models? 

RQ4: What are the most common dataset sources that help in the development of machine learning 

recommender models in higher education? 

 

3.2 Search Strategies 

 

The Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) statement guided the 

systematic literature review process, wherein several databases were in the spotlight (Page et al., 2021). The 

ACM digital library, ScienceDirect, and IEEE databases were used to search for the period from 2013 to 2023. 

Three terms were used to narrow the search of the specific literature which included “Recommender,” “Machine 

Learning,” and “Higher Education.”  The three words were crafted to produce a string, which was then used for 

the search. 

((((machine learning[Title/Abstract]) OR ("machine learning"[Title/Abstract])) OR (ML[Title/Abstract])) 

AND (((recommender systems[Title/Abstract]) OR ("recommender system"[Title/Abstract])) OR 

(recommendation[Title/Abstract]))) AND(( (((((((higher education[Title/Abstract]) OR 

(university[Title/Abstract])) OR (college[Title/Abstract])) OR (graduate[Title/Abstract])) OR 

(undergraduate[Title/Abstract])) OR (postgraduate[Title/Abstract])) Selection Criteria 

 The following rules were applied to select the journals to be reviewed, as suggested by (Song & Wang, 

2020) 

 

Inclusion Criteria 

 

1. The research papers should have been published in scientific peer-reviewed journals. 

2. Studies should have implemented machine learning algorithms. 

3. The choice of language is English. 

 

Exclusion Criteria 

 

1. The studies that have discussed recommender systems but not applied machine learning. 

2. Studies that have both recommender systems and machine learning but discuss other domains. 

The initial process involved removing duplicates from the selection process. This is achieved by conducting a 

screening process on the titles and abstracts so that we can obtain the most relevant literature. The above criteria 

should also be satisfied by individual authors. Figure 1 below presents a flowchart of the selection process. 
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Fig.1. Selection procedure and data selection 

 
Data extracted based on the below objectives 

1. Topic of the study 

2. Area of recommendation 

3. Validation and evaluation of the studies 

4. Dataset used 

5. Machine learning models implemented 

The selection process adopted both forward and backward searching techniques, resulting in the selection of 

44 articles that represented the study domain. This exercise aims to ensure the validity and reliability of the 

process. 

 

3.3 Chronological Review  

 

This review is based on several publications conducted between 2013 and 2023 on the theme of the 

recommender model in education based on machine learning. The articles were categorized according to their 

types, as shown in Table 1. 
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Table 2. Chronological Review 

Document Types Count 

Conference Paper 15 

Article 29 

 
The articles were classified according to the years of publication, as shown below. The number of 

publications increased from 2013 to 2019 and then decreased from 2020. That was the period when the world 

was hit by the Covid 19 pandemic hence, it could be a factor that led to the low number of publications. This 

publication demonstrates a steady increase from 2021, which could be attributed to a return to normalcy in 

research. 

 

 
Figure 2.  Chronology of Publications 

 

4. RESULTS AND DISCUSSIONS 

 

The guiding factors in the research were the machine learning algorithms, evaluation metrics, and datasets 

used in the literature review. The authors read the abstracts, introduction, approach used in the study, 

conclusion, and future work for the selected papers. A spreadsheet was created to score various elements, as 

described above. This presentation was then made possible by generating graphs. 

 

4.1 Model Selection  

This study reviewed several machine-learning algorithms used in building recommender systems for higher 

education. Below is a brief description of some of the reviewed machine-learning algorithms. 

 

Srivastava and Bhambhu (2010) defined an (SVM) as a set of related supervised learning methods 

implemented in both classification and regression, and SVMs have been more instrumental in text classification 

based on their strength of “linear and nonlinear classification” (Gholami & Fakhari, 2017). Despite their low 

speed in terms of training time, they attain a high level of accuracy compared to other algorithms (Gaye, Zhang, 

& Wulamu, 2021; Pisner & Schnyer, 2020). According to (Ezaldeen et al., 2019) SVM has a high accuracy level 

compared to other classification algorithms.  

 

Artificial Neural network (ANN) leverage their ability to self-learn and generate efficient results (Dastres & 

Soori, 2021; Jimoh, Abisoye, & Uthman, 2021; Jwo, Biswal, & Mir, 2023). It is independent of the data types, 

thereby being able to learn patterns independently (Farizawani, Puteh, Marina, & Rivaie, 2020). According to 

http://www.ijart.info/
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(Hernández, Musso, Kyndt, Eduardo Cascallar, & Carlos Felipe, 2021) an ANN system processes information 

based on units referred to as neurons. The strength of ANNs is their ability to perform well in terms of metrics 

(Hernández et al., 2021). This was compared with other classification algorithms (Han, Kelley, & Knowles, 

2021). 

 

Naïve Bayes is widely accepted owing to its simplicity and speed of performing tasks (Alkubaisi, 

Kamaruddin, & Husni, 2018; Gan, Shao, Chen, Yu, & Jiang, 2021). Naive Bayes operates based on the theory 

of probability. The guiding principle is a “subjective probability of certain unknown states with insufficient 

information” (Yang, 2018). Figure 3 shows an analysis of the investigated papers. 

 

 
Fig. 3. Machine Learning Algorithms  

 
According to the sampled papers, Naïve Bayes seemed to have a higher score than the others. The score was 

24%. This can be attributed to the simplicity of the calculations. Decision trees also scored highly based on their 

simplicity in performing calculations. The Artificial Neural Network, despite being a great area of interest, 

scored 12%. This could be a result of the minimal knowledge of the domain. From the analysis above, much 

effort might be required to understand the individual model that would be sufficient on its own to produce 

robust results. Therefore, several studies have used the approach of combining several models to produce 

significant results.  

 

4.2 Evaluation Metrics and Validation 
 

The difference in the models produced necessitates different approaches for evaluation and validation 

(Schneider & Xhafa, 2022; Sekeroglu, Abiyev, Ilhan, Arslan, & Idoko, 2021). This was underpinned by the 

similarity in the strategy of dividing the data for training, which included data training and testing. Some 

evaluation metrics include the following. 

 

 

 

 

Recall Measure 

The Recall measure is a metric commonly used in machine learning within the education domain. Recall is 

used to measure the abilities of the model to detect specific output classes ((Fränti & Mariescu-Istodor, 2023; 

Hicks et al., 2022).  
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Precision Measure 

Precision is a measure of the ratio of positives compared to all predictions (AlZoman & Alenazi, 2021).  It 

can also be described as “An empirical assessment of the conditional likelihood of a classification that is 

accurate given the anticipated class 1’ (Hand, Christen, & Kirielle, 2021). 

 
F1-Measure 

Hand, Christen, and Kirielle (2021) argues that the F1 measure has gained popularity for measuring 

classification algorithms. The other term associated with the F1 measure is the F1-score. The F1 score measures 

average precision and recall (AlZoman & Alenazi, 2021). It can also be defined as the harmonic mean between 

the Precision and Recall (Sekeroglu et al., 2021). 
 

Mean absolute error 

Şekeroğlu, Abiyev, İlhan, Arslan, and Idoko (2021) described the Mean Absolute Error (MAE) as a 

regression-based evaluation technique, whose main strategy is to measure the error between the predicted and 

observed data. The changes in MAE are “linear, making it more intuitive’ (Schneider & Xhafa, 2022). MAE is 

the magnitude of error. The lower the MAE, the more accurate the model. 

 

Accuracy 

According to (Sekeroglu et al., 2021) accuracy is obtained by dividing the total number of samples in the test 

set by the total number of samples that were correctly identified. 

Figure 4 below shows the model evaluation techniques from the reviewed papers. 

 

 
Fig.4.  Model Evaluation  

 

Accuracy was the most preferred metric for the evaluation of machine learning recommendation models in 

education, with a percentage score of 39%. This could be attributed to the ease of use of the formula.  The least 

preferred was the RMSE metric, with a score of 4%. This can be attributed to the complexity of its use. Some of 

the reviewed papers have applied multiple evaluation techniques.  
The validation technique also showed an increase in the use of the K-hold cross-validation technique. The 

percentage score for cross-validation was 32%. This may be due to the ease of access to the data. The data were 

split into training and testing datasets from the same population. Most researchers relied on one dataset that was 

used as both the test and training data. The hold-out method was the least preferred method (38%).  Other 

researchers did not specify the validation technique they implemented while developing recommender models. 
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Fig.5.  Model Validation 

 

4.3 Dataset 

 

There is a clear indication that several datasets have been used in the literature. According to the literature, 

most datasets are obtained from target universities or institutions of higher learning. University databases stood 

at 53% compared to the other data sources, which contributed to the remaining 47%. The use of datasets from 

university repositories can be attributed to the increased use of enterprise resource planners (ERP) to capture 

student data. The data are captured when the student is enrolled in the university, and tracking of the students is 

also performed within the ERP. According to (Ismail & Yusof, 2022) the use of open data is gaining popularity. 

This was motivated by the US government, the European Commission, and the Singaporean government, who 

developed legislation to have the open data public. 

 

 

 

 

 
Fig. 6.  Distribution of Data Sources. 
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4.4 Summary of key findings 

 

Tab.2 Summary of key findings 

Name of model Author Methodology/Technology Key Findings Usage statistics 

Semantic 

Recommender 

system 

(Obeid et al., 

2018) 

Semantic-based methods 

and machine learning 

techniques 

The needs, interests, 

preferences, and capacities of 

students are determined via an 

ontology-based recommender 

system. 

Accuracy 

68% 

Stacked 

Ensemble 

Learning 

 

(Sridhar et al., 

2020) 

KNN, Random forest, 

decision tree,  

The paper presented a 

system that predicts the 

eligibility of a student to be 

admitted to an institution. It 

leveraged the use of the GRE 

score  

Decision 

tree- accuracy 

65.5% 

Random 

forest- 62.5% 

KNN-57% 

Attention 

Technique 

(Yazdi, 

Chabok, & 

Kheirabadi, 

2021) 

LSTM, MLP, and 

BiLSTM with attention 

method 

The paper presented a more 

robust model for selecting 

appropriate learning resources. 

The study leveraged user 

preferences and interests. 

Accuracy 

96% 

Graduate school 

recommender 

system: 

(Han et al., 

2021) 

KNN The model was developed 

to propose to applicants 

potential Universities that 

offer to fund. 

Accuracy 

67% 

E-Learning 

Course 

Recommender 

System  

(Jena et al., 

2022) 

K-nearest neighbor 

(KNN), Singular Value 

Decomposition (SVD), and 

ANN  

The model implements 

machine language techniques 

to recommend eLearning 

courses to participants based 

on their history and 

preferences. 

Accuracy 

70% 

Grade 

prediction with 

models 

(Polyzou et 

al., 2019) 

Matrix factorization The Model aimed at 

comparing two methods to 

find the one that generates the 

best grade prediction. The 

results showed that matrix 

factorization performed better 

than linear regression 

Accuracy 

62% 

Improvement of 

student’s learning 

experiences 

(Yanes et al., 

2020) 

KNN 

 

The model was developed 

to propose strategies for 

improving students’ 

performance.  

Accuracy 

65% 

Graduate school 

recommender 

system: 

(Hasan et al., 

2016) 

KNN The model was developed 

to propose to applicants 

potential Universities that 

offer funding. 

Accuracy 

67% 

Graduate 

School 

Recommendation 

System Using the 

Multi-Class 

Support Vector 

(Baskota & 

Ng, 2018) 

Support Vector Machine 

and KNN Approaches 

Applied the applicant’s data 

and information from online 

portals to make 

recommendations for their 

enrollment. 

Accuracy 

58% 
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The findings of this study provide an overview of the use of machine learning recommender models within 

the context of higher education. The aim was to add to the previously conducted systematic literature reviews on 

recommender models, as presented in (Alyari & Navimipour, 2018; Portugal et al., 2018; Zhong, Xie, & Wang, 

2019). 

In addressing RQ1, the most popular machine learning algorithms for recommender models in higher 

education are Naïve Bayes and Decision trees. This is supported by (Cui, Chen, Shiri, & Fan, 2019; Portugal et 

al., 2018) who ranked the Naïve Bayes and Decision tree algorithms as the most popular models. Low 

complexity and ease of implementation were cited as ingredients for the rise in the use of the two algorithms. 

Artificial neural networks did not score well in usage because of the reduced knowledge gap in the algorithm. 

Despite their low popularity, Artificial Neural networks exhibit a greater performance (Maita, Martins, López 

Paz, Peres, & Fantinato, 2015). 

 

To address RQ2, the author investigated the evaluation metrics applied in the development of machine 

learning recommender models in higher education. The popular evaluation metric used was accuracy, based on a 

literature review. Furthermore, the low uptake in the use of ANN resulted in a reduced usage of the F1 score and 

recall evaluation metrics. This agrees with (Hernández et al., 2021) who argues that ANN shows excellent 

performance with Recall and F1 scores. The RMSE was less popular in most of the reviewed studies. 

 

In addressing RQ3, the validation technique also showed an increase in the use of the cross-validation 

technique. The percentage score for cross-validation was 32%. This can be attributed to the use of the same data 

for training and testing the model. Most researchers prefer this model because the data are collected once, and 

the test data are obtained from the dataset using a specific ratio. 

 

Finally, RQ4 is addressed by presenting the most popular dataset. The most used dataset was the University 

dataset because of its ease of access. Most universities and institutions of higher education store admission and 

education data electronically; thus, it is easier to access and analyze the data. This can be attributed to the 

growing records of student data in higher institutions, as supported by (Christou et al., 2023). Publicly obtained 

datasets are not popular. This can be attributed to the data not having a local context(Sekeroglu et al., 2021). 

 

5. CONCLUSIONS AND AREAS FOR FUTURE STUDIES 

 

The goal of this research was to identify the trends in recommender systems built using machine learning 

algorithms within the higher education sector. Various practitioners, researchers, and policymakers will benefit 

from the results of this study. The developers of recommender systems are better placed to understand the most 

popular machine learning algorithms, evaluation techniques, validation methods, and sources of data. The 

Machine and KNN 

Approaches 

Semantics 

aware intelligent 

system 

(Ezaldeen et 

al., 2019) 

Logistic Regression, 

Random Forest, SVM, and 

MLP 

a novel method is put forth 

wherein ideas with graphs and 

additional contextual and 

semantic information are 

merged to infer the relative 

semantic linkages between 

terms and e-learning resources 

in order to construct the 

semantic matrix. With the use 

of this innovative method, 

learners' semantic datasets are 

created and used to classify 

the resources that are readily 

available and enhance 

suggestions. 

Accuracy 

84% 

F1 Score 

73% 
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systematic review included 44 publications published between 2013 and 2023, in line with the inclusion and 

exclusion criteria. All publications were reviewed by reading and drawing conclusions based on the Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses statement.  

 

The trends showed a steady increase in Machine Learning recommendation systems within the education 

sector. The study identified Naïve Bayes and decision trees as the most popular algorithms used in machine 

learning studies based on their non-complexity nature. Most studies cited the use of accuracy as an evaluation 

metric for models in higher education. Nevertheless, some of the identified studies presented the use of a 

combination of evaluation techniques to better evaluate recommender systems. 

 

Most studies implemented a cross-fold validation technique to validate the findings after developing the 

model. This could be attributed to the strength of splitting the data into training and testing sets. It is also worth 

noting that the source of the dataset that was widely used was the university repositories because of the ease of 

data availability. 

 

This study serves as a basis for the investigation of machine-learning models in recommender systems in 

higher education. Future studies should not be limited to machine learning algorithms but should also focus on 

deep learning algorithms that are currently gaining popularity.  
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